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Abstract: In the field of natural language processing, the rapid development of large language model (LLM) has attracted increasing
attention. LLMs have shown a high level of creativity in various tasks, but the methods for assessing such creativity are inadequate. As-
sessment of LLM creativity needs to consider differences from humans, requiring multiple dimensional measurement while balancing ac-
curacy and efficiency. This paper aims to establish an efficient framework for assessing the level of creativity in LLMs. By adapting the
modified Torrance tests of creative thinking, the research evaluates the creative performance of various LLMs across 7 tasks, emphasiz-
ing 4 criteria including fluency, flexibility, originality, and elaboration. In this context, we develop a comprehensive dataset of 700 ques-
tions for testing and an LLM-based evaluation method. In addition, this study presents a novel analysis of LLMs' responses to diverse
prompts and role-play situations. We found that the creativity of LLMs primarily falls short in originality, while excelling in elaboration.
In addition, the use of prompts and role-play settings of the model significantly influence creativity. Additionally, the experimental res-
ults also indicate that collaboration among multiple LLMs can enhance originality. Notably, our findings reveal a consensus between hu-
man evaluations and LLMs regarding the personality traits that influence creativity. The findings underscore the significant impact of
LLM design on creativity and bridge artificial intelligence and human creativity, offering insights into LLMs' creativity and potential
applications.
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1 Introduction

In recent years, the realm of artificial intelligence (AI)
has witnessed a meteoric rise in the development and
sophistication of large language models (LLMs)% 2. LLMs
have significantly advanced in their capabilities in ad-
dressing a variety of conventional natural language pro-
cessing tasks, such as reasoning and natural language un-
derstandingl3-6l. Moreover, LLMs also have demonstrated
significant value in widespread applications. From trans-
forming rudimentary text into compelling narratives!” 8],
unlocking a new realm of storytelling, to solving complex
algorithmic problemsl®), these models have shown a semb-
lance of what could be interpreted as creativity. The
practical manifestations of this creativity have penet-
rated various sectors, including science research, where
they assist in idea generation and suggestionl®l; education,
by providing personalized learning experiences(!%; and in
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the entertainment industry, creating music and artll 12],
In many of their applications, LLMs seem to exhibit the
ability to generate original text, aiding tasks related to
imagination and creativity, suggesting that they may in-
deed possess elements of creativity.

From the broad capabilities demonstrated by LLMs,
the creativity they exhibit is a key reason they are con-
sidered powerful. However, behind the impressive abilit-
ies of LLMs lies a significant question that warrants care-
ful examination: Do these models actually possess real
creativity, or is their apparent intelligence merely an illu-
sion —a complex imitation of human thinking created by
their training paradigm? This question touches on the
very nature of LLM intelligence, which may not be easily
explained. Since LLMs have shown considerable creativ-
ity, understanding the extent and characteristics of this
creativity is essential. Gaining deeper insight into the cre-
ativity of LLMs can not only guide us in further improv-
ing their performance but also in enhancing our under-
standing of the nature of their creativity. This, in turn,
informs our daily use and application of these models, un-
derscoring the need for an effective method to measure
and assess their creativity. Specifically, creative abilities
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are critical for the following application scenarios. First,
LLM can inspire humans on creative tasks and provide
novel ideas, especially in research idea generation[!3: 4], It
has also been suggested that the use of LLM can also lead
to homogenization of creativityl!®l. Second, humor genera-
tion with LLMs offer significant value in both creative
and practical applications. By simulating human-like hu-
mor, LLMs can assist in content creation for entertain-
ment, marketing, and social media. Finally, LLMs can
serve as powerful cocreators in creative writings by gener-
ating narrative ideas, suggesting plot developments, or
even drafting sections of text that inspire further refine-
ment by human writers.

Creativity, as a term, traditionally refers to the natur-
al ability to think innovatively, to make unconventional
connections, and to devise solutions that are both novel
and effectivellfl. Assessing the creativity of LLMs is
fraught with challenges. First, the question of creativity
does not have clear answers to refer to. When we ask an
LLM a question such as “what is the speed of light in va-
cuum in meters per second?”, the answer can be formally
vetted, given the objective nature of the topic. However,
when posed with a prompt such as “what would be the
implications if animals could talk?”, the situation be-
comes different in this case because there is no definitive
answer and the answer is open and divergent, making it
challenging to judge the correctness of the outputll7. Ad-
ditionally, since creativity encompasses various aspects,
including originality and flexibility, it is necessary to
design diverse tasks and criteria to measure these qualit-
ies effectively in LLMs. In addition, there are differences
between LLMs and humans, which might lead to irrelev-
ant responses or serious logical issues, requiring us to ad-
ditionally assess these aspects. Finally, evaluating creativ-
ity necessitates a delicate balance between accuracy and
efficiency, rendering traditional human-based evaluation
methods less practical. Therefore, it is imperative to ad-
dress the challenges outlined above to make a robust and
sound assessment of creativity in LLMs.

Recognizing the need for a comprehensive assessment
of LLM's creativity, we design an efficient framework to
automatically assess the creativity of LLMs by adapting
and modifying the Torrance tests of creative thinking
(TTCT)l8, a widely recognized tool in psychometrics’ re-
search for human creativity assessment. To enhance the
credibility of the results and reduce the randomness, sev-
en verbal tasks, which use verbal stimuli, were selected.
We employed GPT-4, the most advanced LLM, to ex-
pand the question set for each task, thereby constructing
the testing dataset. To ensure a thorough and objective
evaluation of creativity and capture creativity's various
manifestations, we combine diverse tasks and criteria. We
design a comprehensive test protocol incorporating four
criteria for measuring creativity: Fluency, flexibility, ori-
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ginality, and elaboration. We let the LLMs answer ques-
tions from the constructed dataset, obtaining many ques-
tion-answer pairs. We utilized GPT-4 as an evaluator to
assess each answer, as the GPT-4 is capable of effectively
assessing the openness of responses and identifying their
shortcomings and errors. Under proper prompt engineer-
ing, GPT-4 can efficiently and effectively complete the
evaluation of the entire dataset results. Thus, we can
achieve a balance between efficiency and accuracy in our
assessment method.

We selected six popular LLMs as test subjects, each
possessing different architectures and parameter scales. In
addition to the overall testing, we conducted some addi-
tional exploratory experiments that investigate the
changes of creativity levels exhibited by LLMs when giv-
en different types of prompts and different roles that
LLMs play. Then, we designed a collaboration mechan-
ism for LLMs to explore the impact of multiple LLMs col-
laborating on creativity. Last, we also performed some
psychological experiments related to personality traits on
the LLMs, including emotional intelligence (EI), em-
pathy, the big five inventory (BFI) and self-efficacy. Be-
cause we found in relevant psychological research show-
ing that human creativity is correlated with these person-
ality traits and we verified the consistency between LLMs
and humans in this regard.

Our experiments and analysis yielded several conclu-
sions. First, there are significant differences in creative
performance among different models, even among those of
the same scale with an equal number of parameters. This
variation primarily exists between different types of mod-
els. Their differences are reflected mainly in the model ar-
chitecture, parameter settings during training, alignment
strategies, and the datasets used for training. Addition-
ally, we observed that models generally excel in the elab-
oration metric, but tend to be less adept in demonstrat-
ing originality. In addition, the type of prompt and the
specific role-play request given to the model also plays a
significant role in influencing its creative output. When
the models are given instructive prompts or chain-of-
thought prompts, there is a significant increase in the
level of creativity. Additionally, having LLM play differ-
ent roles leads to notable differences; the role of a scient-
ist demonstrates the highest level of creativity. Many
roles even show a decrease compared to the default scen-
ario, but there is generally an improvement in originality.
Then, collaboration among multiple LLMs can enhance
the level of creativity, with the most notable improve-
ment in originality. Finally, the results of the psycholo-
gical scale revealed consistency between LLMs and hu-
mans in terms of associated creativity factors, such as
emotional intelligence (EI), empathy, self-efficacy, and
others.
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2 Related works

2.1 Creativity assessment in psychological
research

The question of creativity assessment has been a
prominent focus on the creativity research, especially
since the 1950s, marking the inception of a systematic
study into individual differences in creativity!9. For ex-
ample, Guilford pioneered the research on creativity and
his famous structure of intellect model was mainly about
defining and analyzing the factors constituting intelli-
gence, where creativity plays a major driving force in his
theory(2), In recent years, many new developments re-
garding the measurement of divergent thinking, consensu-
al assessment technique and subjective ratings, and self-
report methodologyl21 23] have emerged. Although ad-
vances in methodology and technology have led to im-
portant developments regarding creativity assessment,
some assessment methods have long been described as
“gold standard” for creativity assessmentl?4 25, Among
them, TTCT8 has been the most widely used and re-
searched test of creativity, having extensive data to sup-
port its reliability and validity. Research on TTCT re-
ports good reliability scores for scoring and test-retest re-
liability[26],

TTCT is designed to identify and assess an indi-
vidual's creative potential by exploring various dimen-
sions. Contrasting conventional assessments that emphas-
ize convergent thinking, the test fosters divergent think-
ing, encouraging participants to generate multiple solu-
tions to open-ended, ambiguous problems. TTCT has
been widely applied in educational settings, organization-
al assessments, demonstrating its versatility and compre-
hensive approach to measuring creativity. Its ability to
tap into various facets of creative thinking has made
TTCT a reliable and respected tool2”. Owing to the au-
thority and comprehensiveness of the TTCT, we select
tasks from the TTCT to construct our dataset.

2.2 Creativity and personality: Findings in
psychological research

Research has revealed that creativity is not solely a
fixed human personality trait. It evolves from a combina-
tion of individual processes such as cognitive, affective,
behavioral, and contextual factors. Some psychologists
have conducted a detailed meta-analysis of papers explor-
ing the relationship between creativity and various per-
sonality traits(28: 29,

These studies’ results highlight a correlation between
creativity and a plethora of personal factors. Notably, ele-
ments such as emotional intelligence, divergent thinking,
openness to experience, and intrinsic motivation stand
out as strong influencers. However, factors such as age,

intelligence, and gender exhibit a relatively milder associ-
ation with creativity, signifying a varied spectrum of in-
fluence across different personal traits. Since large lan-
guage models have exhibited some personality traits, we
conducted experiments to test whether these findings also
hold true in LLMs.

2.3 Assessing the creativity of large lan-
guage models

The emergence of abilities from LLMs continually sur-
passes people’s expectations, and the evaluation of vari-
ous abilities of LLMs has received widespread atten-
tionB%, Currently, most evaluations focus on the ability
of LLMs to solve tasks, with fewer evaluations combin-
ing aspects of psychology.

Although some studies have focused on the intersec-
tion of LLM with psychology and cognitive sciencel3l],
work discussing the creativity of LLM is still in a relat-
ively early stage. Current studies somewhat focused on
exploring the creativity of LLMs, primarily from the
standpoint of creativity theory, which aims to elucidate
the definitions and challenges of applying creativity the-
ory within the context of LLMsB2. Some initial evalu-
ations of creativity in LLMs have also been underta-
ken[33-35], However, these works only employed simple
tasks such as the alternative uses task (AUT) to assess
creativity, and the lack of comparison between various
LLMs limits the validity of their conclusions. It is worth
mentioning that in [36], the authors used the standard
TTCT to assess GPT-4's creativity. The results show
that GPT-4 achieved human top 1% levels in fluency and
originality, along with a high score in flexibility. This
study leans more towards comparing advanced large lan-
guage models (LLMs) with human benchmarks. The ori-
ginal TTCT test protocol does not seamlessly adapt to
assessing creativity in LLMs, as the limited sample of
questions could induce randomness and accidental out-
comes, making hypothesis testing challenging when com-
paring different models. Furthermore, expanding the
number of question sets leads to high time costs in hu-
man-based evaluations.

Due to the differences between humans and LLM, it is
problematic to directly use the TTCT's test protocol to
benchmark LLMs' creativity. To address this dilemma,
we propose a new framework for systematic analysis
LLM's creativity. This framework comprises carefully
crafted metrics used in TTCT and a dataset that ac-
counts for seven tasks. We will dive into detail of the
framework in Section 3.

3 Overview of the framework

In this work, we design an overall framework to evalu-
ate LLM's creativity, as shown in Fig.1. First, we con-
structed a dataset containing 700 questions of 7 tasks
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Prompt type

| {%Hasic prompt

Common problems task. The scenario is:
Planning a birthday party for a 5-year-old.

Torrance® tests of creative thinking

| @ Instructive prompt

Common problems task. There is no right o
ng answers, we re interested in how man;

different pre y identify and the

outside the
problems as possible. The scenario is: Planning a
birthday party for a 5-year-old.

Question
generating

7. Chain of thought (CoT) prompt

Common problems task. Let's think step by step
The scenario is: Planning a birthday party for a
S-year-old.

Unusual uses task
Q: Please list unusual uses of plastic
bottle.

Role play

‘@ Student
Act like a typical primary school student. Do

H

1

1

| consequences task

|| @ What would happen if we could

following task or answer following question-

time travel?

Situation task
Q: If the sun didn't rise tomorrow, how
would you ensure you had enough light
during the day?

Scientist
Act like a typical natural scientist. Do following
task or answer following question--

Atist
Act like a typical music artist. Do following task
or answer following question--
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Criteria

1 Fluency

The ability to produce a significant number
of relevant ideas in response to a given
question. In essence, fluency measures the
quantity of ideas.

2 Flexibility N
| The variety of categories from which one can

generate ideas. It's the ability to think of alter-
natives, shift from one class or perspective to
another, and to approach a given problem or 1
| task from different angles. )

@ GPT-3.5 3
AN

OX) Liama-2-13b 3
@

OX) Liama-2-700 ‘

) | Originality
c—) Qwen

LMSYS [
Rl Vicuna-7b

N

The uniqueness of the ideas generated.
Original ideas are those that are rare or
unconventional, differing from the norm.

417 Elaboration

Ié’gévs Vicuna-13b The ability to expand upon, refine, and
embellish an idea. It involves adding details,
developing nuances, and building upon a
basic concept to make it more intricate or

complex.

Fig.1 Overview of the creativity assessment framework. A TTCT-inspired dataset was constructed to evaluate LLMs under varied
prompts and role-play settings. GPT-4 served as the evaluator to score model outputs.

that were derived and modified from the psychology scale
of the TTCT and expanded the number of questions via
GPT-4. We tested six models on four different criteria us-
ing the dataset we constructed. Following this, we con-
ducted a series of experiments on the creativity of LLMs
when giving different types of prompts and assigning dif-
ferent roles to LLMs. Finally, we used the GPT-4 as the
evaluator to obtain the performance results of the LLMs
and verify the consistency of the LLM-based evaluation
with humans.

3.1 Dataset construction

This research utilized a modified version of the TTCT
verbal test, which includes tasks based on verbal stimuli.
The seven selected tasks: 1) Unusual uses, 2) con-
sequences, 3) just suppose, 4) situations, 5) common
problems, 6) improvements, and 7) imaginative stories,
were chosen to capture a broad spectrum of creative
thinking abilities. These tasks are adapted from the
widely used TTCT, which has also served as the basis for
recent work in the field of LLM evaluation7. The tasks
we choose align with widely accepted models of creativ-
ity such as Guilford’s structure of the intellect model and
involve both divergent and convergent thinking20l. Mean-
while, TTCT tasks, especially in their divergent thinking
focus, align with the Geneplore modell8] by emphasizing
idea generation (fluency and originality) and flexibility
(the ability to shift between categories or approaches).
Thus, the tasks capture both novelty and usefulness,
which are central to most modern definitions of creativ-
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ity. This makes them sufficient for assessing a holistic
view of creative potential.

Specifically, each task includes one hundred questions
generated by GPT-4 using few-shot prompts. The seven
tasks were generally structured as follows:

1) Task 1: Unusual uses. This task challenges indi-
viduals in their ability to think of as many unusual and
diverse uses as possible for a common object within a lim-
ited time frame. The object in question is typically every-
day and familiar, such as a brick, paper clip, or newspa-
per.

2) Task 2: Consequences. This task focuses on the
ability to foresee consequences or outcomes of an unusual
or hypothetical situation. For example, what would be
the implications if animals could talk?

3) Task 3: Just suppose. This task encourages ima-
ginative and speculative thinking by asking participants
to consider hypothetical, often fantastical, scenarios and
their implications. For example, just suppose you woke
up one morning and found you could fly. What would
you do? List as many things as you can think of.

4) Task 4: Situation task. This task is designed to
assess creative thinking by evaluating how individuals re-
spond to and interpret a given situation. This task em-
phasizes understanding social dynamics, empathy, and
the ability to consider multiple perspectives or solutions.
For example, if all books were to disappear, how would
you gain knowledge?

5) Task 5: Common problem. This task focuses on
everyday problems that are familiar to most people, re-
quiring participants to generate innovative and effective
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solutions. For example, organizing a cross-country road
trip or building a tree house.

6) Task 6: Improvement. This task focuses on as-
sessing an individual’s ability to enhance or modify exist-
ing objects or ideas. The given object is similar to the un-
usual uses task.

7) Task 7: Imaginative stories. This task is de-
signed to assess creativity through narrative and
storytelling with a given prompt. This task emphasizes
the ability to construct original, coherent, and imaginat-
ive stories, showcasing an individual's creative potential
in terms of narrative ability. Examples of given prompts
are “The Invisible Elephant” or “The Book that Wrote
Ttself”.

Each task includes 100 questions generated by GPT-4
via few-shot prompts. GPT-4 can generate a diverse and
comprehensive set of similar problems based on the given
examples, and all problems have been validated by hu-
mans to ensure usability. In addition, we conducted ex-
perimental validation of domain generality across differ-
ent tasks. Cronbach’s Alpha and inter-task correlations
indicate that our task selection is effective and sufficient.

3.2 Evaluation criteria

To provide a comprehensive evaluation of an individu-
al's creative abilities, we should consider not only the
quantity of ideas they produce, but also the quality, di-
versity, and depth of those ideas. We have four criteria
for creativity evaluation:

1) Fluency. This refers to the ability to produce a
significant number of relevant ideas in response to a giv-
en question. In essence, fluency measures the quantity of
ideas.

2) Flexibility. This assesses the variety of categories
from which one can generate ideas. It is the ability to
think of alternatives, shift from one class or perspective
to another, and to approach a given problem or task from
different angles.

3) Originality. This measures the uniqueness of the
ideas generated. Original ideas are rare or unconvention-
al, differing from the norm.

4) Elaboration. This refers to the ability to expand
upon, refine, and embellish an idea. It involves adding de-
tails, developing nuances, and building upon a basic
concept to make it more intricate or complex.

These criteria aim to provide a comprehensive assess-
ment of an individual's creative potential. The motiva-
tion behind using these specific dimensions is grounded in
the theoretical and empirical research on creativityl39 40],
which suggests that creative thinking involves not just
the generation of new ideas but also the ability to manip-
ulate, refine, and apply these ideas effectively. The four
criteria are based on long-standing psychological frame-
works for creativity assessment, particularly the TTCT.
These dimensions collectively capture distinct and com-

plementary facets of creative thinking and have been ex-
tensively validated in psychological and educational re-
search and are considered gold standards in creativity as-
sessment.

3.3 LLM-based evaluation

Standard TTCT evaluation methods require trained
psychologists to follow professional manuals to assess the
results, and an individual's single test only contains an-
swers to a very limited number of questions. When evalu-
ating creativity in LLM, both the insufficient sample of
responses and the high human resource costs limit the ap-
plication of creativity tests on LLMs. Recent psychologic-
al research has focused on the automated assessment of
creativityl4l: 42, However, these methods often have limit-
ations, such as being tailored to specific tasks or requir-
ing prepared reference answers, which prevent their gen-
eralization to a variety of tasks and a larger number of
questions.

With the rapid development of LLM capabilities, the
evaluation methods for many natural language pro-
cessing tasks have evolved from traditional human an-
notation to reference-based automated methods, and now,
to methods on the basis of LLMs. LLMs are increasingly
playing the role of judges in tasks such as question-an-
swering, translation, and text quality assessment43-46]
giving rise to various evaluation frameworkl47-49. Accord-
ing to experimental results from relevant literature, LLM
exhibits higher correlation with human evaluations com-
pared with traditional automated technologiesl*: 51l. In
this study, on the basis of the evaluation criteria from
Section 3.2, we utilize GPT-4 to score the answer. For
each criterion, the LLM needs to complete the Likert
scale based on the responses. Additionally, we verified the
consistency between the evaluations made by LLM and
human evaluations.

4 FEvaluation and results

We conducted a statistical analysis of the creativity
scores of 6 popular LLMs across seven tasks, totaling 700
questions. We unveiled hidden conclusions within the
data results from various dimensions. We compared the
differences in creativity levels between the models, and
we compared the performance variations under different
criteria within the same model. Subsequently, we experi-
mented with many types of prompts to see whether
changes in prompts would affect the models’ levels of cre-
ativity. Since LLMs possess the ability to play user-spe-
cified roles, we select six typical human identities to ex-
plore the impact on creativity under different role-play-
ing conditions. Finally, we utilize some psychological
scales to test the LLMs, investigating the correlation
between the personality traits of the LLMs and creativ-

ity.
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4.1 Experimental settings

4.1.1 Tested models

We tested six of the most advanced LLMs, which are
listed below. All the models were implemented with the
open-source repository HuggingFacel52.

1) GPT-3.5. GPT-3.5 is a language model de-
veloped by OpenAl, which is an advanced version of the
GPT-3 model. It is capable of generating natural lan-
guage text and code. GPT-3.5 was trained on an Azure
AT supercomputing infrastructure. The versions we used
in the experiments are GPT-3.5-turbo-0613.

2) LLaMA-2. LLaMA-2 is a family of state-of-the-
art open-access large language models released by Meta
and Microsoftl?. It is built upon success of its prede-
cessor, LLaMA-1. LLaMA-2 is specifically designed to fa-
cilitate the development of generative Al-powered tools
and experiences. It is available for free research and com-
mercial use. LLaMA-2 release introduces a family of pre-
trained and fine-tuned LLMs, ranging in scale from 7B to
70B parameters. The versions we used in the experi-
ments are LLaMA-2-13b-chat-hf and LLaMA-2-70b-chat-
hf.

3) Vicuna. Vicuna is a lightweight, accurate, and ef-
ficient language model developed by a team of research-
ers from several universities, including UC Berkeley,
Carnegie Mellon University, Stanford University, and UC
San Diegol4l. It was built from Meta's adaptable LLaMA
model, which was fine-tuned on a dataset of around 70 000
human-generated conversations from the ShareGPT web-
site. The versions we used in the experiments are Vicuna-
7b-v1.5 and Vicuna-13b-v1.5.

4) Qwen. Qwen (abbr. Tongyi Qianwen), proposed
by Alibaba Cloud[53l. It is a transformer-based large lan-
guage model, which is pretrained on a large volume of
data, including web texts, books, codes, etc. The versions
we used in the experiments are Qwen-7b-chat.

4.1.2 Details of hyperparameters

The models used in our experiment primarily origin-
ate from the open-source HuggingFace platform. The spe-
cific versions of these models have already been reported
above. In this section, we present the experimental para-
meters and other settings related to the experiment.

For an LLM based on the transformer architecture,
there are certain parameters that directly affect the out-
put of the model.

1) Max tokens. This parameter controls the maxim-
um number of tokens to generate in the chat completion.
In our experiment, this value is uniformly set to 512, en-
suring that the output length is sufficient to maintain the
quality of the answers.

2) Temperature. The parameter is a crucial factor
in determining the nature of the model’s responses. This
is a hyperparameter that influences the randomness or
unpredictability in the model’s responses. Essentially, its
mechanism is to change the probability distribution of
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the model's output logits. However, according to our ex-
periments, changes in temperature do not significantly af-
fect creative performance, which appears quite random.
Therefore, in our experiments, the temperature is uni-
formly set to 1.

3) Top_p. Top p is also a parameter used to control
the diversity of the generated text, also known as “nucle-
us sampling”. This parameter’s full name is “top probab-
ility”, which is typically represented by a value between 0
and 1, indicating the cumulative threshold of the highest
probabilities chosen in the probability distribution when
generating the next token. In our experiments, top p is
uniformly set to 1.

4) Top_ k. This parameter is used when generating
the next token to limit the model to consider only the
top_k tokens with the highest probability. This strategy
can reduce the likelihood of the model generating mean-
ingless or repetitive outputs, while also improving the
speed and efficiency of the model generation. In our ex-
periments, the top_k is uniformly set to 50.

GPT-4 serves as the judge for our LLM-based evalu-
ation, with its relevant parameters set to default. The
version used is GPT-4-0613. In addition, all prompt tem-
plates used in the experiment are provided in the ap-
pendix.

4.2 Results of different models and criteria

We assessed the responses of six language models to
700 questions, with GPT-4 serving as the evaluator across
all creativity dimensions. We first evaluate the average
score of each model across all tasks, as shown in Fig.2(a)
and Table 1. It can be observed that GPT-3.5 has the
highest level of creativity, followed by the LLaMA-2 ar-
chitecture models, then the LLaMA-based fine-tuned
model vicuna, and finally Qwen. The experimental res-
ults from the perspective of the model suggest that the
type of model has a significant effect on creativity, where-
as the scale of parameters does not have a decisive influ-
ence. Different types of models vary in their architec-
tures, alignment strategies, and the datasets used during
training. These factors are likely to be key determinants
of the level of creativity. Similar findings can also be ob-
served in other LLM evaluation papersl® 56, For ex-
ample, in Toolbenchl®%], the 30 B version of LLaMA out-
performs the 65B version of LLaMA in many tasks, and
text-daVinci-003 also performs better overall than GPT-
3.5.

To further validate the ranks of the models, we con-
ducted pairwise comparisons between the models, as
shown in Fig.2(b). Each cell in this heatmap represents
the win rate of the model on the y-axis in terms of cre-
ativity score compared to the model on the x-axis. The
win rate scores are consistent with the strengths and
weaknesses of the models shown in Fig.2(a), and we con-
ducted statistical tests for significance, which are marked
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Fluency Flexibility Originality Elaboration
Common problem task

GPT-3.5 4.975 4.650 3.870 4.735
LLaMA-2-13b 4.940 4.480 3.770 4.890
LLaMA-2-70b 4.920 4.545 3.720 4.905
Qwen 3.090 2.890 2.360 3.360
Vicuna-13b 4.910 4.320 3.510 4.415
Vicuna-7b 4.880 4.270 3.380 4.200

Consequences task
GPT-3.5 4.855 4.810 4.105 5.000
LLaMA-2-13b 4.910 4.830 4.080 5.000
LLaMA-2-70b 4.930 4.830 3.995 4.995
Qwen 4.410 4.430 3.610 4.875
Vicuna-13b 4.260 4.295 3.580 4.850
Vicuna-7b 4.535 4.435 3.660 4.920

Improvement task
GPT-3.5 5.000 4.970 4.620 4.980
LLaMA-2-13b 4.980 4.850 4.150 4.890
LLaMA-2-70b 4.965 4.800 4.085 4.900
Qwen 4.870 4.550 3.760 4.700
Vicuna-13b 4.970 4.410 3.600 4.380
Vicuna-7b 4.950 4.560 3.860 4.640

Imaginative stories task

GPT-3.5 4.160 4.200 4.475 4.925
LLaMA-2-13b 3.720 3.620 4.030 4.730
LLaMA-2-70b 3.830 3.660 4.050 4.700
Qwen 3.240 3.510 3.740 4.430
Vicuna-13b 3.310 3.610 3.750 4.490
Vicuna-7b 3.280 3.470 3.760 4.580

Just suppose task
GPT-3.5 3.960 4.310 4.030 4.930
LLaMA-2-13b 3.830 4.160 4.040 4.930
LLaMA-2-70b 3.795 4.090 3.750 4.870
Qwen 3.580 3.840 3.250 4.640
Vicuna-13b 3.410 3.580 3.030 4.550
Vicuna-7b 3.480 3.860 3.240 4.600

Situation task

GPT-3.5 4.790 4.670 3.940 4.970
LLaMA-2-13b 4.195 4.390 3.920 4.850
LLaMA-2-70b 4.850 4.800 4.050 4.990
Qwen 3.940 4.010 3.170 4.590
Vicuna-13b 3.970 3.970 3.140 4.600
Vicuna-7b 4.020 3.980 3.210 4.620
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Table 1 (continued) Comparative creativity scores across LLMs
Fluency Flexibility Originality Elaboration
Unusual uses task
GPT-3.5 5.000 4.920 4.670 4.895
LLaMA-2-13b 4.990 4.860 4.280 4.910
LLaMA-2-70b 4.980 4.850 4.255 4.880
Qwen 4.905 4.210 3.690 4.130
Vicuna-13b 4.860 4.060 3.670 3.760
Vicuna-7b 4.910 4.640 3.940 4.300
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Fig. 2 Creativity performance of different LLMs across models and criteria. (a) Overall creativity scores with error bars showing

standard deviations. Significance is marked using the Wilcoxon signed-rank test. (b) Pairwise win rate heatmap. (¢) Scores for relevance

and consistency. (d) Average scores across four creativity dimensions.

https://link.springer.com/journal /11633)

in Fig. 2.

Next, we evaluate the average scores of each criterion
across all tasks, as shown in Fig.2(d). The score for elab-
oration is consistently high across all tasks, while original-
ity is relatively lower, with fluency and flexibility scoring
in the middle. The capabilities of LLMs inherently stem
from training on human language corpora, so it is intuit-
ive that they score relatively lower in originality. The cre-

@ Springer

(Colored figures are available in the online version at

ativity of LLM is likely to be a manifestation of the com-
bination of existing human knowledge, and how to im-
prove the originality of LLM is an important future en-
deavor. The elaboration metric reflects the degree of re-
finement of a creative idea, and LLM's ability to articu-
late this has always been outstanding.

However, if we focus on the performance of different
tasks, we will find that there are significant variances in
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creativity performance under different tasks, as shown in
Fig. 3, which shows the radar charts of the performance of
six models across seven tasks. It can be observed that
most models exhibit a higher level of overall creativity in
the common problem, consequences, and unusual uses
tasks, while the overall creativity level is lower in the just
suppose and imaginative stories tasks, reflecting the vary-
ing degrees of creative difficulty presented by different
tasks.

At last, there are some differences between humans
and LLMs when answering questions. In the case of
LLMs responding to human prompts, issues such as irrel-
evance to the topic or logical errors may arise. On the
other hand, humans generally maintain consistency in
their answers. So we have evaluated the responses of all
models in this regard, and it is observable that there are
significant differences in relevance and coherence among
the various models, as shown in Fig.2(c). The results
show that the GPT-3.5 and LLaMA models performed
well, while the Vicuna and Qwen models had poorer per-

Common problem

Just suppose 5.0 Imaginative stories

formance. Sometimes, Vicuna and Qwen fail to under-
stand the question properly, leading to irrelevant an-
swers. Sometimes, due to a misunderstanding of the ques-
tion, they refuse to answer. We all consider these as
manifestations of a lack of creativity. This issue may be
related to the alignment strategies employed and the
training datasets of the models.

4.3 Results of different prompt types

The prompt is a crucial component of the LLM model,
as it provides the necessary context and information for
LLMs to generate a relevant and coherent response. The
quality and type of prompt can significantly impact the
quality of the generated response. Therefore, we believe
that the type of prompt can greatly influence the creativ-
ity of LLMs.

In our experiment, we designed and compared four
different types of prompts: basic prompt, instructive
prompt, post-instructive prompt and chain of thought

Common problem

Just suppose 5.0 Imaginative stories

Flexibility

Common problem

—— GPT-3.5
— Qwen
—— Vicuna-7b
—— Vicuna-13b
—— LLaMA-2-13b e
—— LLaMA-2-70b e

Fluency

Common problem

Unusual 5.0 Consequences
.0

Just suppose 5.0 Imaginative stories

Elaboration

"~ Consequences
5.0

| Improvement

Just suppose 5.0 Imaginative stories

Originality

Fig. 3 Radar comparison of LLM creativity across tasks (Colored figures are available in the online version at https://link.springer.

com/journal/11633)
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(CoT) prompt. Herein, the basic prompt contains only
the essential information needed to describe the task,
simple and clear. The instructive prompt provides a de-
tailed description of the expected answer, outlining what
constitutes a creative response. The post instruction
prompt uses two rounds of prompts, starting with a ba-
sic prompt for the LLM to give a basic answer, then giv-
ing some instruction about creativity (the same as in-
structive prompt). LLM revises the answer given in the
first round on the basis of the given instruction and gives
the revised answer. Chain of thought is a technique that
enables complex reasoning capabilities through intermedi-
ate reasoning steps or just a single explicit prompt like
“let’s think step by step”. We utilize the technique used
in [57] to design our CoT prompt. The example of
prompts is shown in Fig. 1.

As shown in Figs.4(a)—4(c), we obtained data on the
performance of LLMs in terms of creativity across all
tasks and all criteria under different prompt types. From
the perspective of the task, the inclusion of instructive
language in prompts has improved creativity in all tasks
except for “unusual uses”. The reason for the lack of im-
provement in “unusual uses” may be that the task de-
scription is already clear enough and the required diver-
gent thinking ability is relatively simple. When the CoT
prompt is used, there has been an increase in the level of
creativity in three tasks, indicating that some tasks re-
quire a higher level of convergent thinking ability to
demonstrate creativity. In the case of post instructions,
the greatest differences were shown between tasks. While
a few tasks, such as imaginative stories and just suppose,
showed some rise, most of the rest did not have a signific-
ant boosting effect, and even produced a drastic drop on
the unusual uses task. We speculate that the main reas-
on may be that under multiple rounds of dialog, the post-
instruction actually implicitly negates the initial response,
resulting in the inability to be in a position to come up
with a more creative response on a relatively simple task,
such as unusual uses. From the perspective of creativity
criteria, instructive prompts clearly significantly enhance
both flexibility and originality but do not increase elabor-
ation. On the other hand, CoT prompts slightly improve
elaboration. Both types of prompts are beneficial to the
fluency of the responses. In summary, the creative per-
formance of LLMs, like their other abilities, is signific-
antly influenced by the prompts. Effective prompt engin-
eering is greatly beneficial for better harnessing the po-
tential creativity of LLMs. For the post instruction
prompt, only originality criteria have an obvious increase,
and even a significant decrease in the fluency and flexibil-
ity criteria. For the same reason as previously stated, the
second round of the responses will naturally negate the
initial responses, resulting in a lack of flexibility and flu-
ency in the final answer.
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4.4 Results of playing different roles

LLMs possess the remarkable capability to adopt the
roles specified by users, which can subsequently influence
their outputs. This adaptability enables the models to de-
liver tailored responses, aligning with the context and
characteristics of the assumed identities. In our experi-
ment, we attempted to specify the exact identity and role
of the LLM within the system prompt. The primary ob-
jective of this approach was to ascertain whether the
LLM could enhance its creative expression by adopting
specific roles and to determine if this influence is consist-
ent with the cognitive patterns observed in reality.

As shown in Fig.4(d), we assigned six distinct roles to
the LLM: engineer, farmer, merchant, scientist, artist,
and primary school student, requiring the model to per-
form tasks in alignment with the characteristics of the re-
spective roles. The results demonstrated that across all
creativity assessment criteria, the creativity level of the
scientist surpassed that of the other six roles, reflecting a
correlation between the accumulation of knowledge, edu-
cational attainment, and the level of creativity. Further-
more, when the LLM was playing different roles than the
scientist was, the values of fluency and flexibility have
decreased, yet originality has increased significantly. This
suggests that giving LLM specific roles induces more ori-
ginal responses. This experiment reveals the weakness of
LLM's lack of originality in its default situation.

4.5 Results of creativity under collabora-
tion

In reality, creative activities can be accomplished
through collaboration and discussion among multiple in-
dividuals. The literature indicates that the process of cre-
ative collaboration can increase the innovativeness of the
outcomesl®® %9, Inspired by this, we believe that the res-
ults produced through the collaboration with LLMs have
stronger creativity than those generated by a single LLM.

Based on the above analysis, this section explores the
use of multiple agents engaging in multi-round discus-
sions on questions from the dataset, ultimately produ-
cing a joint final answer. After the previous LLM
provides an answer, the subsequent LLM will use that an-
swer as inspiration to give its own response. Once a pre-
determined number of rounds is reached, the final result
is presented. In our experiment, using GPT-3.5 as the
base model, we explored the changes in scores under dif-
ferent creativity criteria when the number of LLMs is 2
and 3 (we call it agent) and the number of rounds is 2
and 3. We compared these scores with the creativity
scores obtained under default conditions.

As shown in Fig.5, we presented scatter plots of the
creativity scores under different criteria, varying by the
number of rounds and agents. The area of each scatter



Y. Zhao et al. / Assessing and Understanding Creativity in Large Language Models 427

(a) Task name Instructive CoT Criteria Instructive CoT
prompt prompt prompt prompt
Unusual uses task - - Fluency \/ Ek \oE
Consequences task N oE N/ EEE Flexibility \/ EEE -
Just suppose task /e Ve Originality N _
Situation task /e VR Elaboration - Vo
Common problem task \oE -
Improvement task \OE -
Imaginative stories task Rk -
(b) 5.0 == Basic
== CoT
45 == Instruction
== Post instruction
g 40
2
2
s 3.5
5]
éﬂ 3.0
2.5
2.0
Fluency Flexibility Originality Elaboration
Criteria
(©) 5.0 == Basic
w= CoT
4.5 == Instruction
== Post instruction
g 40
2
>
s 3.5
5]
8 3.0
2.5
2.0
Common Consequences Improvement Imaginative Just Situation Unusual
problem stories suppose uses
Models
(d) 5.00 == Engineering
== Farmer
4.75 == Merchant
== Music artist
4.50 == Natural scientist
o | - == Primary school student
g 42541 B e )
>
:E 4.00
5]
8 3.75
3.50
3.25
3.00
Fluency Flexibility Originality Elaboration
Standard

Fig.4 Effects of prompt types and role-play settings on LLM creativity. (a) Prompt type impact across tasks and criteria; “y/” denotes
significant improvement, “~” denotes no effect. Significance is marked (* * * for p <0.000 1, * for p <0.05; Wilcoxon signed-rank test).
(b) Creativity scores across criteria by prompt type. (c) Creativity across tasks by prompt type. (d) Role-based performance across all
tasks; the horizontal line indicates baseline without role-play. (Colored figures are available in the online version at https://link.
springer.com/journal/11633)

point represents the level of creativity. From the results, number of rounds is one, an increase in the number of
we can see some interesting findings: First, when the agents leads to a decrease in the level of creativity across
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Fig. 5 Effect of agent collaboration on creativity scores

the four criteria. This might be due to the lack of mul-
tiple reviews of the answers by the same agent in a single
round of interaction, leading to the answers of later-
ranked agents constantly negating previous answers. Ad-
ditionally, in the cases of originality, flexibility, and elab-
oration, an increase in both rounds and agents enhances
the level of creativity, with the most significant improve-
ment observed in originality. This supports the conclu-
sion that collaboration can enhance creativity and is con-
sistent with human behavior. Lastly, there are some ex-
ceptions to the above conclusion, such as a decrease in
fluency when there are two agents and three rounds. This
could be due to excessive discussion that makes the an-
swers overly concise.

4.6 Investigation of the relationship
between LLM's creativity and its per-
sonality traits

4.6.1 Psychology scales

In this experiment, we explored the relationships
between personality traits and creative performance of
some large models, using some public psychological scales
and related literature.

@ Springer

We use the situational test of emotion management
(STEM) for the assessment of emotional intelligencel60).
STEM evaluates an individual's ability to manage emo-
tions in various situations. It is based on the concept of
emotional intelligence, which involves recognizing, under-
standing, and managing one’s own emotions and those of
others. The test typically presents a series of hypothetic-
al scenarios to the participants. Each scenario is de-
signed to assess different aspects of emotional intelligence,
such as emotional awareness and regulation. The parti-
cipants are asked how they would respond to each situ-
ation. Their responses are then analyzed to determine
their EI levels. STEM is used in various settings, includ-
ing organizational training, psychological research, and
personal development. It helps in identifying areas where
emotional intelligence can be improved, which is valu-
able in both personal and professional contexts.

We use the Toronto empathy questionnaire (TEQ) for
assessing LLM's empathy levell®. The TEQ was de-
veloped by researchers at the University of Toronto. It is
grounded in the idea that empathy is a multi-dimension-
al construct, involving both cognitive and affective ele-
ments. The questionnaire consists of 16 items, each rated
on a 5-point Likert scale. These items are designed to
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measure the respondent’s emotional and cognitive re-
sponses to the experiences and feelings of others. The
TEQ is used in various fields, including psychological re-
search, clinical settings, and social science studies. It
helps in understanding how individuals emotionally con-
nect with others, which can be important in contexts
such as therapy, counselling, and social work.

We use generalized self-efficacy scalel®2 to assess
LLM's self-efficacy. The scale was developed by Ralf
Schwarzer and Matthias Jerusalem in 1995. This is part
of a larger body of research on self-efficacy and psycholo-
gical well-being. The generalized self-efficacy scale is a
short survey consisting of 10 items. The respondents rate
each item on a scale, typically from 1 to 4, where higher
scores indicate greater self-efficacy. Unlike scales that
measure task-specific or situation-specific self-efficacy,
this scale assesses a general sense of personal competence
to deal effectively with a variety of stressful situations. It
is widely used in psychological research, clinical psycho-
logy, and health psychology. It's also utilized in organiza-
tional and educational settings to understand and en-
hance individuals’ beliefs in their own capabilities. The
generalized self-efficacy scale has been validated in nu-
merous studies across different cultures and is known for
its reliability and construct validity.

Finally, we applied the classic big five inventory (BFI)
test to LLMs[63. The big five personality traits include
openness, conscientiousness, extraversion, agreeableness,
and neuroticism (often abbreviated as OCEAN). These
traits represent a broad range of human personality char-
acteristics and are believed to be universal. The BFI typ-
ically comprises short statements that respondents rate
based on how accurately they reflect their own behavior
or personality traits. The BFI is valued for its balance
between brevity and comprehensive coverage of the five-
factor model. This demonstrates good reliability and
validity, making it a trusted tool in personality assess-
ment.

4.6.2 Investigation results
We have mentioned that, creativity evolves from a

combination of individual processes such as cognitive, af-
fective, behavioral, and contextual factors. In this section,
we subject LLMs to a series of psychometric tests tradi-
tionally used to assess human personality traits. Our aim
is to explore whether, akin to humans, there is a correla-
tion between various personality factors and the creative
capabilities of these advanced computational systems.

In our experiment, we selected eight personality traits:
emotional intelligence, empathy, self-efficacy, openness,
conscientiousness, extraversion, agreeableness, and neur-
oticism. The latter five are the classic big five personal-
ity traits. The meta-analytic literature2® 29 in the field of
psychology suggests that each of these eight traits correl-
ates with levels of creativity.

As shown in Table 2, we conducted experiments on
LLMs and reported the correlations between the men-
tioned personality traits and creativity. We chose the
Kendall 7 and Spearman p as the correlation coefficients
and performed hypothesis testing. The experimental res-
ults indicate that the levels of emotional intelligence, em-
pathy, conscientiousness, extraversion, and neuroticism in
large language models have a significant positive correla-
tion with creativity levels, whereas agreeableness shows a
significant negative correlation. Apart from agreeableness
and openness, the influence of the remaining personality
traits on creativity in large models is consistent with hu-
man performance.

4.7 Task domain generality evaluation

From the perspective of domain generality®4, creativ-
ity is viewed as a transferable skill that can be applied
across different fields or domains (e.g., arts, sciences,
business). The selected tasks —unusual uses, con-
sequences, just suppose, situation, common problem, im-
provement, and imaginative stories —are domain-general
in nature, meaning they assess creativity without being
tied to any specific subject matter or expertise. These
tasks are content-neutral and focus on core cognitive pro-
cesses such as idea generation, problem-solving, and ima-

Table 2 Reports of Kendall's 7, Spearman’s p, and p-values for correlations between selected personality
traits and LLM creativity. Significant results are highlighted in bold.

Emotional intelligence Empathy Self-efficacy Openness
Correlation coefficient 0.3825 0.382 5 0.4401 0.0329
Kendall 7
p-value <0.0001 <0.000 1 <0.000 1 0.605 4
Correlation coefficient 0.502 6 0.502 6 0.561 3 0.052 6
Spearman p
p-value <0.0001 <0.0001 <0.000 1 0.536 9

Conscientiousness

Extraversion Agreeableness Neuroticism

Correlation coefficient 0.369 1
Kendall 7
p-value <0.0001
Correlation coefficient 0.489 7
Spearman p
p-value <0.0001

0.263 6 -0.3700 0.2533
<0.0001 <0.0001 <0.0001
0.3394 —0.496 7 0.345 5
<0.000 1 <0.000 1 <0.000 1

@ Springer



430

gination, which are fundamental to creativity across all
domains. Because they are not specialized in a particular
field (e.g., only artistic creativity or scientific innovation),
they can assess the general creative potential of an indi-
vidual that applies across different contexts. This do-
main-general approach ensures that the tasks are broadly
applicable and can capture creative abilities that are rel-
evant in multiple disciplines, making the assessment more
holistic and inclusive. Thus, their domain generality con-
tributes to the completeness of the task set, as it ensures
that the creativity being measured is not limited to a
single context but represents a more universal capability.

To validate the domain generality under our experi-
mental settings, we computed Cronbach’s Alpha for each
creativity criterion across the tasks, with results showing
high internal consistency (a > 0.8 for all criteria), indic-
ating that the tasks are sufficient for measuring domain-
general creativity, as shown in Fig.6. The strong correla-
tions between tasks across different models further sup-
port the idea that the task set captures a shared underly-
ing construct, ensuring that the evaluation provides a
holistic view of the models’ creative capabilities.

Cronbach'’s « for each task

[---- Acceptable threshold (0.7)]
0.948 5944
0.863 0.957 | 0895

1.0 0.982

0.937

0.8

0.6

04 B

Cronbach'’s a

0, | ===,

CP Cons IM IS JS Sit Unu

Fig.6 Bar chart showing Cronbach’s « values for each task,
with the acceptable threshold (0.8) indicated by a red dashed
line. All tasks exceed this threshold. (Colored figures are
available in the online version at https://link.springer.com/
journal/11633)

What's more, we do inter-task correlation analysis
between the scores of the 7 tasks across the 6 models. As
shown in Fig.7, results suggest that all tasks measure a
shared, domain-general aspect of creativity. In summary,
the TTCT tasks can be justified as sufficiently broad and
representative of core creative processes such as diver-
gent thinking, originality, and flexibility. However, they
are not exhaustive, and their sufficiency largely depends
on the specific definition of creativity being employed.

4.8 Evaluating reliability of GPT-4 as a
judge

As in the experiments above, GPT-3.5 generally
achieves high creativity performance across multiple
tasks, though specific tasks, such as the consequences and
situation tasks under certain criteria, do not rank it as
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Fig. 7 The heatmap displays Pearson correlation coefficients
between creativity scores across task pairs, as evaluated by the
same judge. (Colored figures are available in the online version
at https://link.springer.com/journal/11633)

the top performer. Despite GPT-4 and GPT-3.5 being de-
veloped by OpenAl and likely sharing similar model
structures, we posit that GPT-4 does not exhibit signific-
ant preference when serving as a judge. To validate that
GPT-4 does not favor GPT-3.5 responses, we conducted
additional comparison tests. We select LLaMA-3-8b from
the LLaMA model family, which is close to GPT-3.5 in
creativity performance. We used it as an examiner to
score the LLM responses in our experiment with the same
system prompt. This allowed us to obtain comparative
scores for the same data from two different judges.

To assess the consistency between judges, we applied
the intra-class correlation coefficient (ICC), a statistical
measure evaluating agreement across different raters, spe-
cifically using the ICC(3,1) model to gauge single-rater,
absolute agreement. This method helps determine if the
two judges provide similar ratings under identical condi-
tions. Additionally, we calculated conventional correla-
tion coefficients to further validate consistency. As shown
in Fig.8, the results show a high level of agreement, with
an ICC of 0.99 between GPT-4 and LLaMA-3-8b, indicat-
ing excellent consistency. Pearson, Spearman, and Kend-
all correlations of 0.64, 0.61, and 0.46, respectively, indic-
ate moderate correlation in overall rankings, although
there are variations in how the models rank specific tasks.
These findings suggest that while GPT-4 and LLaMA-3-
8b are consistent in their ratings, they may differ in inter-
preting and prioritizing certain task aspects.

4.9 Model-human agreement evaluation

To confirm that the assessment methods based on
LLMs are overall reasonable and consistent with human
judgement, we sample the responses generated by these
models and hire humans to evaluate them. We presented
the answer pairs generated by the LLMs to 20 native
English-speaking participants globally (10 male) recrui-
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Comparison of ICC, Pearson, Spearman, and
Kendall correlation
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Fig.8 Comparison of ICC, Pearson, Spearman, and Kendall
correlation values, demonstrating the consistency and agreement
between GPT-4 and LLaMA-3-8b as judges across tasks. (Colo-
red figures are available in the online version at https://link.
springer.com/journal/11633)

ted from Prolific (https://www.prolific.co/), and paid
each participant £15. The average reward per hour for
the participants was £14.59. The average participant age
was 32.9 £+ 20.1. In the experiment, we sampled seven
tasks, resulting in 84 pairs of questions and answers,
which means there are 84 trials. These pairs consist of an-
swers from different models to the same question within
the same task, and are presented to the participants.

On each trial of the task, participants were asked to
make a binary decision about which of the two answers is
more creative according to the given criteria. The parti-
cipants also have the option to choose that there is no
significant difference in creativity between the two re-
sponses. A progress bar at the top of the screen indicated
to participants how many trials they had completed and
had remained to complete. After the final human evalu-
ation data are obtained, we calculate the consistency
between the human assessment results and those of the
LLMs for the overall score and each criterion.

We use Kendall’s coefficient and Spearman’s coeffi-
cient for this calculation. Since the participants’ data are
based on relative win-loss relationships, we need to pre-
process the human evaluation results. For the tie results,
we convert the human assessment results to the average
score of two answers evaluated by LLM; for non-tie res-
ults, we assign the higher score evaluated by the LLM to
the winning response in the human results. The results

are shown in Table 3.

These moderate correlations indicate statistically sig-
nificant alignment between GPT-4's evaluations and hu-
man judgments, despite not achieving perfect consensus.
For subjective and multifaceted constructs such as cre-
ativity, moderate correlations are notable, as complete
agreement among human raters themselves is often diffi-
cult to achieve. This alignment supports the view that
GPT-4 captures key aspects of human evaluation while
acknowledging that further refinement is needed to en-
hance the alignment.

5 Conclusions and discussions

In this article, we have presented a framework to as-
sess and understand the creativity of LLMs. The core of
this framework consists of 7 tasks and LLM-based evalu-
ation protocol that can be used to assess LLM's creativ-
ity along four criteria. The proposed framework can be
used to assess the creative performance of LLMs from
multiple dimensions, while also exploring the factors that
influence the creativity of these models and the relation-
ships with other model characteristics. To illustrate the
use and usefulness of our framework, we constructed a
dataset containing 700 questions that encompass various
types of tasks measuring divergent thinking.

Through our further analysis and experiments, we
demonstrated that the creativity of LLMs is significantly
influenced by the type of model architecture, the type of
prompts it receives, and the model’s system prompts. At
the same time, we also revealed a correlation between the
levels of creativity of LLMs and their personality traits.
This work is beneficial for our deeper understanding of
the representations of LLMs and trying to establish a
bridge between artificial intelligence models and human
cognitive models.

Although we propose an effective framework for meas-
uring the creativity of LLMs, it still has some limitations
that need to be addressed by future work. First, LLMs
use text as both input and output, which allows them to
borrow from psychological methods of creativity assess-
ment such as TTCT, which uses a verbal task with
verbal stimuli. However, with the rapid development of
AT models, those accepting multimodal inputs are emer-
gingl®l which we call large multi-modal model (LMM).
Designing a variety of tasks beyond verbal question-and-

Table 3 Correlations and corresponding p-values between GPT-4-based and human-based evaluations across
creativity criteria (fluency, flexibility, originality, elaboration, and overall)

Fluency Flexibility Originality Elaboration Overall
Correlation coefficient 0.5889 0.578 2 0.556 7 0.451 2 0.499 6
Kendall 7
p-value <0.000 1 <0.0001 <0.000 1 <0.000 1 <0.0001
Correlation coefficient 0.6214 0.614 9 0.592 3 0.468 5 0.556 4
Spearman p
p-value <0.000 1 <0.0001 <0.000 1 <0.000 1 <0.0001
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answer formats for assessing the creativity of these LMM
is an important direction for future research.

Second, LLMs are not the only generative models be-
ing capable of expressing creativity; there are also image
generation models that are based on diffusion models and
models for generating musicl6¢: 67, in other words, can
generate multi-modal outputs. How to assess the content
produced by these other types of models to measure their
level of creativity is also a question worth considering. In
addition, the power of LLM allows developers to use it to
develop a wide variety of plug-ins, integrate it with ex-
ternal programs or software, and even construct an agent
systeml[68], and the creativity in these cases is bound to be
different and needs to be investigated.

Moreover, while this study demonstrates the overall
alignment between GPT-4 and human evaluations of cre-
ativity, it does not delve into criterion-specific correla-
tions (e.g., fluency, flexibility, originality, elaboration).
By expanding the dataset, leveraging separate evalu-
ations for each creativity criterion, and employing ad-
vanced statistical techniques such as criterion-specific in-
traclass correlation coefficients, finer-grained alignment
studies can illuminate the strengths and limitations of
LLM-based evaluation frameworks.

Last, we believe that the creativity exhibited by LLMs
is only an outcome-oriented interpretation. Whether AI
models possess true creativity from a human cognitive
perspective remains an open question in the field of artifi-
cial intelligence. LLM's expression of creativity is likely to
be an imitation of human creativity through a large
amount of learning. Understanding the creativity of
LLMs is also beneficial for uncovering the inner secrets of
the model “black box”, and for a deeper understanding of
the nature of intelligence and cognition. Although analys-
ing the nature of creativity is difficult, our analysis and
evaluation of LLM creativity performance is fundamental
to study of the kernel of creativity.

Appendix

A.1 Example prompts

Likert scale scoring.

You are an expert of psychology. Your objective is to
assess the subject’s creativity through their answers to
some question/answering task related to divergent think-
ing. You will be given a question-answer pair. Your task
is to score the answer.

You should rate the answer on five metrics. For all
five metrics, assign a score between 1 and 5, with 5 being
the highest. Five metrics are:

1) Fluency. Fluency refers to the ability to generate a
large quantity of ideas or solutions to a given problem.
This measure isn't concerned with the quality or unique-
ness of the ideas, but rather the sheer volume. The more
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ideas one can produce, the higher the fluency is.

2) Flexibility. Flexibility is the capacity to shift one's
thinking and to produce a wide range of ideas from differ-
ent categories or perspectives. It involves being able to
think outside of the box and to switch from one type of
idea to another.

3) Originality. Originality refers to the ability to come
up with unique or novel ideas that differ from the norm.
It's not just about producing many ideas (fluency), but
also about producing ideas that are different from what
others might typically think of.

4) Elaboration. Elaboration is the ability to expand
upon or add detail to ideas. It involves taking a simple
idea and building upon it, adding complexity and depth.
Elaboration isn't just about creating more, but about
deepening what is there.

5) Finally, you will provide an overall score between 1
and 5, with 5 being the highest.

You should only give the score, format like: Fluency: 3

Question: {Question} Answer: {Answer}

Instructive prompts (unusual uses task as the
example):

Unusual uses task.

The purpose of this task is to measure your ability to
come up with creative and unique uses for everyday ob-
jects. We're looking for out-of-the-box thinking here.

You will be presented with a common object, and
your task is to suggest as many unusual, innovative, or
non-traditional uses for the object as you can think of.
Please remember, the goal is not to think of the most
common or typical uses, but to try and imagine unique or
unusual ways the object could be used.

Here are the objects: {Objects}

Collaboration prompts.

These are answers to the question from other agents:

One agent solution: {Answers}

One agent solution: {Answers}

Using the answers from other agents as reference and
inspiration, can you give an updated answer? Make sure
to give your answer at the end of the response.

Question: {Question}
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